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ABSTRACT
Background knowledge is a strong predictor of reading comprehension, yet
little is known about how different types of background knowledge affect
comprehension. The study investigated the impacts of both domain and
topic-specific background knowledge on students’ ability to comprehend
and learn from science texts. High school students (n = 3,650) completed
two background knowledge assessments, a pretest, comprehension tasks,
and a posttest, in the context of the Global, Integrated, Scenario-based
Assessment on ecosystems. Linear mixed-effects models revealed positive
effects of background knowledge on comprehension and learning as well
as an interactive effect of domain and topic-specific knowledge, such that
readers with high domain knowledge but low topic-specific knowledge
improved most from pretest to posttest. We discuss the potential implica-
tions of these findings for educational assessments and interventions.

Introduction

Background knowledge is one of the strongest predictors of comprehension (Alexander, 1992;
Dochy, Segers, & Buell, 1999; Goldman & Rakestraw, 2000; Shapiro, 2004). Information or experi-
ences related to a text provide a more organized structure into which new information from the text
can be integrated (Kintsch, 1988, 1998; Mandler, 1984) and also provide the necessary resources for
inferences to be generated (McNamara & Kintsch, 1996). Consequently, readers who have more
background knowledge, or prior knowledge, about the topic of a text are able to process the
information more quickly, remember more of the information, understand the information at a
deeper level, and more effectively ignore irrelevant information (e.g., Alexander, Kulikowich, &
Schulze, 1994; Bransford & Johnson, 1972; Haenggi & Perfetti, 1994; McNamara & Kintsch, 1996;
McNamara, Kintsch, Songer, & Kintsch, 1996; McNamara & McDaniel, 2004; Spilich, Vesonder,
Chiesi, & Voss, 1979).

Background knowledge in comprehension

According to multiple theories of text comprehension, background knowledge is critical to the
construction of a mental representation of text’s content (e.g., Gernsbacher, 1997; Graesser, Singer, &
Trabasso, 1994; Kintsch, 1988, 1998; van den Broek, Young, Tzeng, & Linderholm, 1999). An
assumption underlying these theories is that the mental representation, or mental model
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(Johnson-Laird, 1983), can be decomposed into multiple levels. According to the Construction-
Integration model (Kintsch, 1988), these levels include the surface code reflecting the exact wording
of the text, the textbase, or gist of the text, and the situation model that reflects the meaning of the
text. As such, a reader’s mental representation of a text includes the facts and details presented in the
text (i.e., surface code and textbase levels of the representation) as well as inferences that are
generated to connect information across the text and integrate information with background knowl-
edge (i.e., situation model level). Thus, a reader can formulate a more elaborated mental representa-
tion of the text if they have adequate background knowledge on the topic.

Readers who are provided with relevant information about the material demonstrate better
memory for the text (Bransford & Johnson, 1972), suggesting that background knowledge enhances
both surface code and textbase construction. Providing background knowledge also improves
situation model comprehension as indicated by performance on inference-based comprehension
assessments in a variety of domains including science (e.g., Alvermann, Smith, & Readence, 1985;
McNamara & Kintsch, 1996), history (e.g., McKeown, Beck, Sinatra, & Loxterman, 1992) and
literature (e.g., McCarthy & Goldman, in press).

In addition to manipulating the availability of this background knowledge, research has also
evaluated students’ existing knowledge of text content before reading. Although some studies ask
students to self-report their familiarity with a topic, having students complete open-ended, multiple-
choice, or recognition assessments yields estimates with greater validity (Dochy et al., 1999; Shapiro,
2004). Many studies have reported evidence that background knowledge is moderately to strongly
related to comprehension test performance (Dochy et al., 1999; Shapiro, 2004). Nonetheless, back-
ground knowledge is not always beneficial to comprehension, particularly if it solely comprises
information provided by the researcher (McNamara & Kintsch, 1996) or the students’ knowledge
includes misconceptions (Kendeou & van den Broek, 2007).

Does the type of background knowledge matter?

Although relations between background knowledge and text comprehension have been widely investi-
gated in a variety of domains (e.g., Alexander, Sperl, Buehl, Fives, & Chiu, 2004; Bigot & Rouet, 2007;
Cromley & Azevedo, 2007; Dochy et al., 1999; Earthman, 1992; Fincher-Kiefer, Post, Greene, & Voss,
1988; Graves & Frederiksen, 1991; McCarthy & Goldman, in press; McNamara, 2001; McNamara et al.,
1996; Murphy & Alexander, 2002; O’Reilly &McNamara, 2007a, 2007b; Ozuru, Best, Bell, Witherspoon,
& McNamara, 2007; Peskin, 1998; Rouet, Favart, Britt, & Perfetti, 1997; Shapiro, 2004; Thompson &
Zamboanga, 2004; Voss & Silfies, 1996; Walker, 1987; Wiley, George, & Rayner, 2016; Wineburg, 1991),
there remains considerable uncertainty as to how to characterize the relations between background
knowledge and reading comprehension. Background knowledge can be decomposed into a variety of
types (Alexander, Kulikowich, & Schulze, 1994; De Jong & Ferguson-Hessler, 1996; Wineburg, 1997).
For instance, a personmay be able to identify a wide variety of vegetables but have little knowledge about
which ones to put together for a recipe; similarly, a personmay know a great deal about American history
in general but have limited knowledge about the Seneca Falls Convention. Thus, a limitation in the extant
work is that background knowledge is often considered as a single dimension or, at the very least, tends to
be assessed as such.

Take for example the science knowledge test used in O’Reilly and McNamara (2007a). The 18-
item test was designed to assess general science knowledge and consisted of questions on a variety of
scientific topics, including scientific tools, forms of energy, space, scientific inquiry, earth science,
and mathematics. Students’ performance on this background knowledge test predicted their perfor-
mance on a standardized science test and a comprehension test on the specific topics of air mass and
weather fronts. This work demonstrates the importance of science background knowledge for the
comprehension of specific topics within the science domain. However, the study could not specify
whether those relations were being driven by domain (e.g., science) or topic-specific (e.g., weather)
knowledge. It could be the case that performance on a particular topic within the background
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knowledge test (i.e., topic-specific knowledge) was driving the correlations with the comprehension
assessment.

Only a few studies have differentiated the effects of domain and topic-specific background
knowledge on comprehension and learning. Some have used an expert/expert paradigm to describe
how domain experts with different topic or content-specific knowledge leverage what they know to
understand text (Warren, 2011; Wineburg, 1998). In science comprehension, Alexander and collea-
gues (1994; see also Alexander, Schallert, & Hare, 1991) measured undergraduate and graduate
students’ domain and topic-specific knowledge. They then asked the students to read two physics
texts on different topics (quarks, grand unification theory). Analyses indicated that both domain and
topic-specific knowledge played a role in students’ performance. However, domain knowledge was a
stronger predictor of interest and recall.

Although these findings demonstrate that both domain and topic-specific knowledge relate to
reading comprehension, an important consideration is that an individual student may possess
varying amounts of both types of knowledge, which could affect reading comprehension. High
domain knowledge in science likely reflects that the student knows about a variety of science topics
(see O’Reilly & McNamara, 2007b). However, it may be the case that a student with high domain
knowledge has, by chance, never encountered a particular science topic before. Alternatively, there
are certainly some individuals who have specific knowledge about a topic without having strong
domain knowledge. Presumably having these different amounts of knowledge might affect the
reader’s mental representation of new texts.

Undoubtedly, students with both low domain and low topic knowledge are at a disadvantage, but
it is an empirical question as to which type of knowledge is more critical for learning from text. It
could be hypothesized that a student with high topic-specific knowledge would be best suited to
learn from the text because of their familiarity with the specific terminology, which is a particularly
salient challenge for scientific texts (McNamara, Graesser, & Louwerse, 2012). Topic knowledge may
be necessary for the generation of appropriate inferences needed for a coherent mental representa-
tion. Alternatively, one might predict that a student with extensive domain knowledge would be able
to overcome limited familiarity with specific terms related to the topic due to a rich, coherent
knowledge base that can provide a structure for new information to be organized. Thus, one purpose
of the current study is to evaluate not only the unique contributions of different types of background
knowledge, but also to consider how varying degrees of each type of knowledge interactively
contribute to readers’ comprehension of text content.

Assessing reading comprehension

Further complicating our understanding of the relations between background knowledge and
comprehension is that educators, policymakers, and researchers have advocated for an updated
construct of reading comprehension that better reflects the types of materials and processes that
characterize modern literacy demands (Goldman et al., 2016; Leu et al., 2013; NGA Center for Best
Practices, CCSSO, 2010). In modern reading contexts, individuals often have specific purposes for
reading a collection of source materials (Britt, Rouet, & Durik, 2017; van den Broek, Lorch,
Linderholm, & Gustafson, 2001). Such goals help readers to set standards of coherence (van den
Broek et al., 1999), which in turn help learners identify what information is relevant for their specific
reading goals (McCrudden, Magliano, & Schraw, 2010). As a part of this process, people often have
to evaluate, integrate, and synthesize multiple sources that are increasingly digital in nature (Britt
et al., 2017; Goldman et al., 2016; Leu et al., 2013; Metzger, 2007). The integration process may also
involve complex reasoning to understand multiple perspectives on events, issues, and causal
mechanisms (LaRusso et al., 2016). Furthermore, with the adoption of the Common Core State
Standards, researchers and educators have argued that reading comprehension should encompass
content area texts and disciplinary literacy (Goldman et al., 2016; National Governors Association
Center for Best Practices, Council of Chief State School Officers, 2010). Given these notions of what
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it takes to comprehend a text, the roles of background knowledge are likely highly complex and
increasingly important.

Unfortunately, most existing high-stakes assessments are not designed to evaluate reading com-
prehension as a complex integration of various sources of content and are generally constructed,
explicitly, to ignore the contributions of background knowledge. In such assessments, students read a
wide range of passages about topics that are intended to be familiar to most students. The logic
driving this approach is that students may know more about some passages than others, but across
the test as a whole, the impact of background knowledge “should” be mitigated over the course of the
assessment (Cromley & Azevedo, 2007; Snow, 2002). In other words, these assessments treat back-
ground knowledge as construct-irrelevant, which is inconsistent with more modern notions of
reading comprehension skill (Shapiro, 2004).

In contrast to these traditional standardized tests, the Global, Integrated, Scenario-based
Assessment (GISA) provides a theory-driven assessment designed to target real-world reading and
learning activities (O’Reilly & Sabatini, 2013; Sabatini, O’Reilly, & Deane, 2013). The GISA is a
purpose-driven assessment that measures students’ ability to integrate, evaluate, and synthesize
multiple sources in a digital environment. Students are given a purpose for reading a collection of
texts on specific scientific or social/historic topics. Given the nature of the topics, students come to
the task with varying levels of background knowledge. Critically, the GISA does not attempt to
eliminate these effects but rather accounts for them by evaluating students’ knowledge as part of the
assessment. As such, the environment provides a rich forum to assess the relations between back-
ground knowledge and comprehension that can provide insight into contemporary discourse
comprehension.

GISAs have been produced and evaluated for elementary (Sabatini, Halderman, O’Reilly, &
Weeks, 2016), middle (Sabatini, O’Reilly, Halderman, & Bruce, 2014), and high school students
(O’Reilly, Weeks, Sabatini, Halderman, & Steinberg, 2014). Collectively, these studies indicate the
assessments are reliable and produce a range of scores with no apparent floor or celling effects.
GISAs correlate with the prior year’s English Language Arts state test scores ranging from .52 to .68
(O’Reilly et al., 2014) and correlate with measures of academic vocabulary, complex reasoning, and
perspective taking (LaRusso et al., 2016).

In the GISA, test-takers “interact” with simulated peer students to model, support, and assess test-
taker understanding as they engage in complex reasoning, perspective taking, application, and
sometimes disciplinary literacy tasks. These tasks are designed to measure basic understanding,
such as the ability to locate information and to draw inferences, as well as more demanding tasks
that require applying concepts and principles to new situations, solving problems, or making
decisions. The students work in a “group” in which avatars act as pedagogical agents, representing
classmates or subject-matter experts to present information and questions with varying levels of
support. Notably, the agents provide different amounts of scaffolding on each text and item, but this
scaffolding is the same for every student (i.e., the system is not adaptive) and students proceed
through the assessment in uniform order.

Although generally similar, GISA forms are not identical in terms of the number and types of
items. Instead, each was designed to specifically target relevant content and skills for each topic. In
the assessment form used in this study (Ecosystems), there are seven sections that include a
vocabulary test designed to assess knowledge in the domain of ecosystems, a “native species versus
invasive species” identification task to assess topic-specific background knowledge, a three-item
multiple-choice pretest, a series of activities involving reading texts and answering questions
(comprehension tasks), and a learning check. As a comprehension assessment, the GISA is designed
to yield a single composite score that evaluates a variety of text and content-based skills. However,
for the purposes of this empirical investigation, we decomposed the background knowledge score
resulting in two predictors (a domain knowledge test score and a topic-specific knowledge test score)
and three comprehension outcomes: pretest (Section 1), comprehension tasks (Sections 2–6), and
posttest (Section 7).
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Current study

The current study investigates the role of both domain and topic-specific background knowledge on
performance in a content-based reading comprehension assessment. We first investigated the degree
to which these two types of knowledge could be independent of one another, demonstrating that
students were not exclusively considered high or low background knowledge but that students could
possess a large amount of one type of knowledge while simultaneously having little of the other type.
Consistent with the extant work, it was predicted that both domain (ecosystems) and topic-specific
(invasive species) background knowledge would positively predict the comprehension outcomes in
the GISA. Critically, a large sample size of U.S. high school students afforded the ability to test the
hypothesis that varying amounts of each type of knowledge interactively contributes to students’
comprehension. That is, we investigated the degree to which students are able to compensate for low
knowledge of ecology by having familiarity with certain invasive species and, vice versa, the
possibility that students only benefit from having knowledge about invasive species if they also
have sufficient general ecology knowledge. We predicted an additive effect of the two types of
knowledge, such that students with more of both types would perform better than those with less
knowledge. We also predicted that as topic knowledge decreased, domain knowledge would be more
important for comprehension as it provides a means of organizing and integrating new information.

Methods

Participants

Participants in this study were 9th to 12th grade students who completed the Ecosystems compre-
hension form in the context of a larger project conducted from 2011 to 2014 in both California and
Pennsylvania (Fancsali et al., 2015). The Ecosystems form was administered to 4,483 students across
37 schools. This analysis includes only those who completed all seven sections of the assessment
(n = 3,560). Of these students, 33.2% were in 9th grade, 50.7% in 10th grade, 11.7% in 11th grade,
and 4.4% in 12th grade. Further demographic data for this subset are not available, but in the larger
sample 39.5% of students qualified for free or reduced lunch, 49.3% identified as nonwhite, and
10.4% identified as English Language Learners (Fancsali et al., 2015).

Materials

Ecosystems GISA

The entire study was conducted within the GISA interface. The scenario for this form of the
assessment is that the student is a member of a study group that is preparing for an upcoming
Ecology test. Students complete seven sections. Section 1 consists of the two background knowledge
tests and the pretest. Sections 2 through 6 consist of different comprehension activities. Finally,
Section 7 includes the learning check, which we refer to as the posttest. A sample of the GISA
interface including texts and items appears in Appendix A.

Background knowledge tests
Section 1 of the GISA includes two background knowledge tests. Participants were told that these
questions would not count toward their final score and were always able to select “I don’t know” as
an option. The domain knowledge test was a 44-item vocabulary recognition test (for more informa-
tion the development of this assessment, see Deane, 2012; McKeown, Deane, Scott, Krovetz, &
Lawless, 2017; O’Reilly, Sabatini, & Wang, under revision). In this test, participants identify each
word as “related,” “not related,” or “don’t know” to the topic of ecosystems. Students receive 1 point
for correctly identifying the word as related or unrelated and 0 points for an incorrect identification
or selecting “don’t know,” resulting in a possible score from 0 to 44 (α = .92). The topic-specific
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knowledge test was composed of 8 items. Participants were presented with a species and were tasked
with identifying the species as “invasive” or “native.” Again, participants were able to select “don’t
know.” Student received 1 point for a correct categorization, resulting in a score from 0 to
8 (α = .66).

Pretest and posttest
The pretest (Section 1) and posttest (Section 7) consisted of the same three multiple-choice items on
the topic of invasive species. These questions were answered without the texts present. Each question
was designed to tap different levels of comprehension. The first question asked students to identify
the appropriate definition of an invasive species. This information could be found directly from one
of the texts read as they moved through the assessment. The second question required the students
to make connections across multiple sentences to arrive at the answer. The third question asked
about information that was not directly available in the texts and required readers to generate an
elaborative inference connecting information from outside the text to what was mentioned explicitly.
Given the brevity of the pretest and posttest, the raw reliability values were adjusted using the
Spearman-Brown formula using the domain knowledge test as a reference point (pretest, α = .76;
posttest, α = .56).

Texts and comprehension task
Sections 2 through 6 of the GISA were comprised of comprehension tasks in which students read a
text and answered a series of questions with the text available to them. The GISA was composed of
five primary passages, ranging in length from 84 to 589 words. The reading ease levels of the
passages varied widely, with Flesch Reading Ease scores from 20.5 to 56.9 and Flesch-Kincaid Grade
Level scores from 9.0 to 16.7. Students were asked to summarize important information (Section 2),
consider evidence and relate it to scientific policy (Section 3), understand and apply scientific terms
(Section 4), paraphrase (Section 5), and review scientific data (Section 6). These questions were a mix
of multiple-choice and open-ended items. Human raters scored open-ended items from 0 to 3, and
multiple-choice questions were automatically scored as 0 or 1. The total points possible in the
comprehension task was 40 (α = .80).

Results

Preliminary analyses

Table 1 provides the average score on each section of the assessment. These data show normal
distributions with neither floor nor ceiling effects. Importantly, pretest scores were relatively low,
suggesting that students did not appear to have prior mastery of the topic.

Table 2 displays a distribution of students as a function of high and low background knowledge.
As shown in the table, most participants had both low domain and topic-specific background

Table 1. Means and Standard Deviations of Average Scores as a Function of Grade

Domain Background
Knowledge

Topic-Specific Background
Knowledge Pretest

Sections
2–6 Posttest

Grade
No. of

Students M (SD) M (SD) M (SD) M (SD) M (SD)

9 1,183 .75 (.20) .41 (.27) .31 (.25) .48 (.21) .50 (.30)
10 1,806 .72 (.21) .43 (.26) .31 (.25) .41 (.19) .45 (.29)
11 415 .71 (.22) .44 (.26) .31 (.25) .39 (.19) .43 (.29)
12 156 .75 (.21) .47 (.26) .35 (.27) .43 (.19) .47 (.31)
Total 3,560 .73 (.21) .43 (.26) .31 (.25) .43 (.20) .47 (.29)

Scores are presented as proportion correct.
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knowledge, but there was sufficient variability across the sample to investigate both main effects and
interactions between the two types of knowledge. Importantly, these median splits were calculated
only to provide a simplified description of the sample and not to conduct inferential analyses. The
remaining analyses consider both types of background knowledge as continuous variables.

Central to our predictions are the relations between the two types of background knowledge
and the three comprehension sections of the GISA (pretest, comprehension tasks, posttest). The
correlations are provided in Table 3. Consistent with previous research (Alexander et al., 1994),
students’ domain and topic-specific background knowledge were both positively correlated with
the comprehension outcomes (pretest, comprehension tasks, posttest). Hence, this correlational
analysis supports the existing research demonstrating that background knowledge supports
comprehension and learning from complex science text (e.g., Alexander et al., 1994; O’Reilly
& McNamara, 2007a). It also demonstrates that students possess varying amounts of different
types of background knowledge.

Interestingly, more advanced students did not consistently perform better on the background
knowledge tests or the comprehension outcomes (Table 3). There was a weak but significant
positive correlation between grade and topic-specific knowledge indicating that the older stu-
dents had more knowledge of invasive species than their younger counterparts. However, there
was a weak negative correlation between grade and domain knowledge, indicating that the older
students had less knowledge about ecosystems than the younger students. There was no relation
between grade and pretest score. Surprisingly, grade was negatively related to performance on
both the comprehension tasks in Sections 2 to 6 and the posttest. As described in more detail in
the discussion, these negative correlations between grade and knowledge and grade and com-
prehension score may be a result of a sampling bias regarding the older students.

Interactive effects of background knowledge

Analyses were conducted to examine the unique contributions of both types of background knowl-
edge as well as their potential interactive effects. Given that both domain and topic-specific back-
ground knowledge were related to pretest performance, pretest was included as a covariate.

Comprehension tasks
In Sections 2 to 6 of the GISA, participants read texts and answered corresponding questions with
support from their pedagogical agent classmates. Students had the text available to them as they answered
these open-ended and multiple-choice items. As shown in Table 1, the average percent correct was 43%.

Table 2. Distribution of Students as a Function of High and Low (Median Split) Domain and Topic-Specific Background Knowledge

Low Topic-Specific Background Knowledge High Topic-Specific Background Knowledge

Low domain background knowledge 1,412 501
High domain background knowledge 975 672

Table 3. Correlation Matrix for Grade, Background Knowledge, and GISA Scores

1 2 3 4 5

1. Grade —
2. Domain background knowledge −0.04a —
3. Topic-specific background knowledge 0.05b 0.22b —
4. Pretest score 0.01 0.24b 0.23b —
5. Comprehension task score −0.13b 0.47b 0.15b 0.26b —
6. Posttest score −0.07b 0.27b 0.09b 0.23b 0.43b

ap < .05
bp < .01
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We conducted a linear mixed-effects model analysis with domain knowledge z-score, topic-
specific knowledge z-score, and grade as fixed factors and random intercepts for participants nested
within school. Pretest score was included as a covariate. As suggested by Baayen, Davidson, and
Bates (2008), Table 4 provides the significance tests for the fixed effects rather than a detailed
description of the model.

Both grade and domain knowledge significantly predicted comprehension task performance,
whereas topic-specific background knowledge did not. Further, the domain by topic-specific back-
ground knowledge interaction term was not a significant predictor. These results suggest that
domain knowledge plays a more critical role in comprehension than knowledge about the specific
topic. There was, however, a small but significant three-way interaction between domain knowledge,
topic-specific background knowledge, and grade. Follow-up analyses indicated that the interaction
between domain and topic-specific background knowledge was only significant for the 12th graders,
t = 2.34, p < .05.

Posttest
As shown in Table 1, average score increased from pretest to posttest. A linear mixed-effects analysis
assessed the effects of the two types of background knowledge on posttest score. Domain knowledge
z-score, topic-specific knowledge z-score, and grade were entered as fixed factors and participants
nested within school were entered as random intercepts. Pretest was entered as a covariate.
Significance tests for the fixed effects appear in Table 5.

Interestingly, neither domain nor topic-specific knowledge independently predicted posttest
performance. Grade was the only significant main effect. However, as indicated by the negative
beta coefficient, participants in the lower grades outperformed those in the upper grades. There was
a significant domain by topic-specific knowledge interaction. Analyses of simple effects indicated
that for participants with high domain knowledge, there was a nonsignificant but negative slope of
topic-specific knowledge (t = −1.68, ns). In contrast, for participants with low domain knowledge,
there was a nonsignificant but positive slope (t = 1.75, ns). To more clearly represent the nature of
this interaction, Figure 1 plots average pretest and posttest score as a function of the four median-
split groups: (1) high domain, high topic-specific; (2) high domain, low topic-specific; (3) low

Table 4. Coefficient Table of Multilevel Model for Score on Sections 2–6

β SE t p

Pretest −0.04 0.00 −9.02 .00a

Domain background knowledge 0.11 0.04 2.54 .01a

Topic-specific background knowledge 0.00 0.04 0.19 .85
Grade 0.02 0.00 6.90 .00a

Domain × topic-specific −0.07 0.04 −1.81 .07
Domain × grade 0.00 0.00 0.69 .49
Topic-specific × grade 0.00 0.00 −0.11 .91
Domain × topic-specific × grade 0.01 0.00 2.03 .04a

a p < .05

Table 5. Coefficient Table of Mixed-Effects Model for Posttest Score

β SE t p

Pretest −0.03 0.01 −4.22 .00a

Domain background knowledge 0.06 0.07 0.82 .41
Topic-specific background knowledge 0.00 0.06 0.09 .93
Grade 0.04 0.01 8.84 .00a

Domain × topic-specific −0.17 0.06 −2.99 .00a

Domain × grade 0.00 0.01 0.05 .96
Topic-specific × grade 0.00 0.01 −0.07 .94
Domain × topic-specific × grade 0.02 0.01 3.00 .00a

a p < .05
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domain, high topic-specific; and (4) low domain, low topic-specific. This representation indicates
that the domain by topic-specific knowledge interaction is driven by gains for those participants who
had high domain knowledge but low topic-specific knowledge. There was also a significant domain
by topic-specific by grade level three-way interaction. Follow-up analyses indicate that there was a
significant positive interaction between domain and topic-specific background knowledge for the 9th
graders (t = −1.25, p < .05) and a significant inverse interaction for the 12th graders (t = 2.00,
p < .05). This interaction was not significant for the 10th and 11th graders.

To summarize, grade appeared to have an inverse relation with performance on the comprehen-
sion tasks and posttest. Both domain and topic-specific background knowledge were correlated with
performance on the GISA. For the comprehension tasks in the GISA, domain background knowl-
edge was the sole predictor of performance. At posttest, there was a significant domain by topic-
specific interaction such that students with high domain background knowledge but low topic-
knowledge gained the most from the texts and tasks.

Discussion

This study investigated the relative contributions of domain and topic-specific background
knowledge on science comprehension in the context of the GISA. The GISA seeks to reflect a
more modern view of reading comprehension through real-world, content-based activities. As
such, the assessment provided a unique opportunity to examine the interactive effects of these
two types of background knowledge in an ecologically valid task. The large sample of students
allowed us to detect small but significant contributions of background knowledge to
performance.

Consistent with the extant lab research (e.g., O’Reilly & McNamara, 2007a), correlational analyses
revealed positive relations between students’ background knowledge and performance on all three
aspects of the assessment (pretest, comprehension tasks, and posttest). Domain knowledge was more
strongly correlated with comprehension scores than was topic-specific. The topic-specific knowledge
assessment was substantially shorter than the domain knowledge assessment, which potentially
contributes to its somewhat lower reliability. This may also contribute to the lower correlation
with comprehension scores. Nonetheless, the stronger relation of domain knowledge is consistent
with the previous work conducted by Alexander and colleagues (1994).
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Figure 1. Pretest and posttest scores as a function of knowledge group determined by median-split scores. Error bars represent
95% confidence intervals.
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The novel contribution of this study is the investigation of the potential interactive effects of
domain and topic-specific knowledge on reading comprehension and learning. In the comprehen-
sion tasks, students had the texts available and were provided scaffolding from the pedagogical
agents. In these tasks only domain background knowledge was a significant predictor of perfor-
mance. The posttest required students to answer questions without the texts and without scaffolding.
Neither domain nor topic-specific knowledge independently predicted posttest performance.
Critically, this was qualified by a significant interaction between domain and topic-specific knowl-
edge. Students with high domain background knowledge but low topic knowledge “caught up” to
those who had both high domain and high topic-specific knowledge at the outset. In this study,
students with high domain and high topic-specific knowledge were not at ceiling, yet those with high
domain and low topic-specific knowledge performed equally well on the posttest. This suggests that
domain prior knowledge may benefit reading comprehension and learning processes more strongly
than topic-specific knowledge.

From a theoretical perspective, topic-specific knowledge provides the raw materials from which
inferences can be generated, whereas domain knowledge affords a more coherent network of
connections to related knowledge and general knowledge (e.g., McNamara & Kinstch, 1996).
Inferences based on topic-specific knowledge are crucial to comprehension; however, when text-
to-knowledge inferences are not well connected to one another, it is theoretically more difficult to
apply the information in more complex comprehension tasks. Domain knowledge affords the
generation of inferences, but also provides a more coherent structure, facilitating the incorporation
of incoming, new information (e.g., Kintsch, 1988, 1998; Mandler, 1984). Hence, domain knowledge
may contribute more to deep comprehension of the material.

Further, the results demonstrate the limitations of assessing background knowledge as a single
construct. The differential and interactive effects of domain and topic knowledge highlight the need
to conceptualize background knowledge as multifaceted and to carefully describe the nature of the
knowledge being evaluated in these investigations.

Domain and topic-specific knowledge represent just a few of the types of background knowledge
that could contribute to comprehension. For example, one could imagine that both are part of a
larger hierarchy that includes broader knowledge (e.g., general science) and more specific knowledge
(e.g., knowledge about a particular invasive species). At any of these various “grain sizes,” students
may have basic knowledge (e.g., identify or recall specific dates or definitions) but may lack a deep
understanding of the relations between these ideas. As a first step into this exploration, we have
developed and refined basic and conceptual background knowledge items for general history and
science as well as for specific topics within these domains. We are compiling large-scale data sets that
can address how students’ basic and conceptual knowledge relate to GISA performance. Establishing
the unique contributions of these various forms of background knowledge will help to better model
how students process text in content-based comprehension tasks. This information can further refine
discourse theories in terms of how background knowledge affects the quality of the mental model. It
can also permit the development of interventions that scaffold support based on individuals’
strengths or weaknesses.

One counterintuitive result was that students in the lower grades outperformed those in the
higher grades on both the comprehension tasks and the posttest. There were also complex three-way
interactions between grade and the two types of background knowledge. This pattern of results is
consistent across other GISA data sets and may be indicative of issues of motivation across the grade
levels (O’Reilly, Wang, Sabatini, & Steinberg, in press). There may also be more practically oriented
explanations for these results. The inclusion criteria for this project was that the schools were
required to include teachers who taught 9th grade English Language Arts, 10th grade biology, or
11th grade U.S. history (Fancsali et al., 2015). This explains the higher proportion of 10th grade
students relative to 11th and 12th graders in this biology-related test. This imbalance of grade
distribution likely contributes to our results. Without more specific student or classroom-level data,
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we cannot directly speak to whether there are further sampling biases responsible for the differences
across grades.

Of course, these results should be replicated across other scientific domains as well as other
subjects (e.g., history, art) before drawing strong conclusions. Not all GISAs follow the same
structure, and so we cannot immediately replicate these findings with extant data sets. For example,
the social science GISA on Immigration includes a domain background knowledge vocabulary test
but does not include a topic-specific test. Nonetheless, we intend to evaluate the role of different
types of background knowledge in these forms as data become available and we encourage others to
investigate how these types of background knowledge relate to performance using other comprehen-
sion measures.

Notably, traditional reading comprehension assessments and verbal ability measures (e.g.,
Gates-MacGinitie, Nelson-Denny) were not collected within our current study. However, the
GISA is strongly correlated with performance on other standardized reading comprehension
assessments and performance varies as a function of lower level reading processes such as
decoding and word fluency (Sabatini et al., 2014). Nonetheless, it will be informative in future
work to collect such measures of reading skill in conjunction with the GISA to better disentangle
the contributions of both general reading skill and domain-specific content learning to reading
comprehension.

In addition to further investigations with the GISA, it would be of value to pursue more targeted
investigations in using traditional lab-based comprehension tests. Researcher-designed measures can
be constructed to evaluate broader content coverage and include more specific items to assess the
relative quality of the different levels (e.g., surface, textbase, situation model) of the readers’ mental
representation. Such analyses would further elucidate how background knowledge supports com-
prehension and learning from text.

In conclusion, this study demonstrated that students vary not only in their amount of background
knowledge but also the type of background knowledge. By understanding how different dimensions
and combinations of background knowledge impact comprehension, researchers and educators can
develop individualized supports that optimize learning content from texts. As such, this study
provides foundational research on which to build a better understanding of the complex effects of
knowledge on comprehension.
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